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Summary. We propose a probabilistic scheme to estimate the Holder norm and the
gradient of the solutions of a system of quasi-linear PDEs of parabolic type. Indeed,
thanks to the theory of Forward Backward stochastic differential equations, we are
able to give a stochastic representation of the solutions of such systems of PDEs.
Making use of Krylov and Safonov estimates, we deduce a Holder estimate of these
solutions in the case of uniformly parabolic systems with measurable coefficients.
Moreover, from a variant of the Malliavin—Bismut integration by parts formula, we
establish under appropriate assumptions an estimate of the supremum norm of the
gradient of these solutions.

Résumé. Nous proposons une démarche probabiliste pour estimer la norme Hélder
ainsi que le gradient des solutions d’un systeme d’EDPs quasi-linéaires de type
parabolique. En effet, a ’aide de la théorie des équations différentielles stochas-
tiques progressives rétrogrades, nous sommes capables de donner une représentation
stochastique des solutions de tels systémes d’EDPs. En appliquant les estimations de
Krylov et Safonov, nous déduisons une estimation Holder de ces solutions dans le cas
de systemes uniformément paraboliques a coefficients mesurables. De plus, a ’aide
d’une variante de la formule d’intégration par parties de Malliavin—Bismut, nous
établissons sous des hypotheéses appropriées une estimation de la norme supremum
du gradient de ces solutions.

Key words: Forward-backward stochastic differential equation, gradient estimate,
Holder estimate, integration by parts, system of quasi-linear PDEs of parabolic type.

Introduction

Let us firstly recall that in our paper Delarue [6], we establish a theorem
of existence and uniqueness of solutions to Forward-Backward SDEs in the
case of a non-degenerate diffusion matrix. Basically, this theorem is proved in
two steps. First, applying a fixed point theorem, we obtain by means of purely
probabilistic tools a unique solvability result in the case of a small enough time
duration. Then, in a second part, using a gradient estimate of the solutions
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of a system of quasilinear PDEs of parabolic type, given in the monograph of
Ladyzhenskaya et al. [18], we deduce thanks to the non-degeneracy assumption
a global existence and uniqueness result.

The purpose of this paper is simply to develop a probabilistic scheme to
establish such an estimate.

Of course, several articles have already proposed some probabilistic ap-
proaches to establish estimates of the solutions of a second order PDE. Among
them, the Krylov and Safonov estimate, proved in Krylov and Safonov [15], is
certainly one of the most famous results. Indeed, this fundamental work has
permitted to prove the Holder continuity of the solutions of a linear second
order PDE of nondivergence type with measurable coefficients, and then to
extend to such operators the older result due to De Giorgi and Nash related
to the divergent case.

Moreover, to obtain from a probabilistic point of view a gradient esti-
mate of the solutions of a second order PDE, the now well-known theory
of stochastic flows plays an essential role. Actually, let us assume that for
(t,z) € [0,T] x RY, Xt stands for the solution, starting from z at time ¢, of
a stochastic differential equation associated to a differential operator £, then,
it is well known that such a theory permits to study the regularity of the pro-
cess X upon the parameter (¢, ), and therefore, thanks to the Feynman—Kac
formula, very successfully investigate the regularity of the solutions of a PDE
associated to the operator £ and defined on the whole set [0, T] x RY.

However, this approach may be fruitless in many cases. Indeed, assume
for example that D is a cylinder of the form [0, 7] x {z € RY, |z| < R} and
that u is a harmonic function on D with respect to £ and admits from the
Feynman-Kac formula the following representation:

V(t,z) € D, ut,r) = Efu(r", X5%)], (0.1)

where for every (¢,z) € D, 7% stands for the first exit time of (s, X1%);<s<r
from D. Then, estimating the gradient of the function v by differentiating the
expression (0.1) is unfortunately hopeless since the function (t,z) € D+ 7%
may be not differentiable with respect to z.

Actually, several articles have proposed some schemes to go around such an
obstacle. For example, Krylov [14] has developed the notion of quasiderivatives
of the solution of a stochastic equation. Inspired by this work and by the earlier
papers of Bismut [2] and Elworthy and Li [7], Thalmaier [26] has proposed
a variant of the Malliavin—Bismut integration by parts formula, which has
been successfully applied in Thalmaier and Wang [27] to establish a gradient
estimate of interior type of the solutions of a linear elliptic equation in the
more general framework of manifolds.

Let us also mention that, in another direction but still in the framework
of manifolds, Cranston ([4] and [5]) and Wang ([28] and [29]), have proposed
to estimate the gradient of a harmonic function by using earlier techniques of
coupling of two Brownian motions.
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In our paper, using the theory of Forward-Backward SDEs to represent
the solutions of a system of quasi-linear PDEs (see the papers of Ma et al.
[20], Pardoux and Tang [24] and Delarue [6] on this subject), we successfully
adapt to our case the Krylov and Safonov result and the Thalmaier approach.
Actually, we obtain in a first step interior estimates of Holder type of the so-
lutions of a uniformly parabolic system of quasilinear PDEs with measurable
coefficients (see also Ladyzhenskaya and Ural’tseva [19] for an analytical point
of view). Under certain assumptions on the initial condition, we deduce global
Holder estimates of these solutions. In a second step, we establish under ap-
propriate assumptions on the coefficients both interior and global estimates of
the supremum norm of the gradient of these solutions, and in particular, we
deduce the gradient estimate that we used in our previous paper Delarue [6].

Moreover, let us mention that we also show, as a side result, how we can
deduce from the scheme given in Thalmaier [26] some properties of differen-
tiability of the function u given by (0.1).

Hence, the paper is organized as follows: section 1 is devoted to the study
of Holder regularity of the solutions, and we deduce in section 2 estimates of
the gradient of these solutions.

Frequently Used Notations

e VN € N* (.,.) and |.| denote the Euclidean scalar product and the
Euclidean norm on RY.

e YNeN* VxeRN Vie{l,...,N}, z; denotes the it" coordinate of the
vector .

e YNeN,VMecN* VeecRMN Viec{l,... .M}, z; denotes the it"
row of the matriz x.

e VN € N*, VM € N*, Vo € RMXN 2T denotes the transposed of the
matric x.

e VN € N*,Vz € RY and VR > 0, By(z,R) and By(z,R) denote the
open Euclidean ball of dimension N, of center x and of radius R, and the
closed Euclidean ball of dimension N, of center x and of radius R.

VN € N*, un denotes the Lebesgue measure on RY.
The notation [., .] stands for the quadratic covariation bracket.

System of Quasi-linear PDEs and FBSDEs

We now introduce the system of quasi-linear PDEs that will be studied in this
paper, and then recall the principle of the probabilistic representation. As a
first consequence, we give an L*°-estimate of the solutions that will be crucial
in the sequel of the article.
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Let T be a positive real, and

b:[0,T] x R x RQ x ROXF — RF
f:]0,T] x RF x RY x R&*F — R?
o :[0,T] x R x R® — RPXP
H:RF — R@

(A.0)

be measurable functions with respect to the Borel o-fields.

Assumption (A). We say that the functions b, f, H and o satisfy Assump-
tion (A) if there exist four constants ag > 0, L, A > 0 and A, such that they
satisfy (A.0) as well as the following properties:

(A.1) Yt €[0,T],V (2,y,2) € R x R? x R@*F

[b(t, 2.y, 2)| < Ax (1+[y| +]2]),
|f(t,z,y,2) < Ax (L+ |y + |2]),
lo(t,2,y)] < Ax (1+ |y]),

|H(z)| < A

(A.2) Y (t,z,y) € [0,T] x R x R?,
VCERT, (Gt y)0) = ALCP,
where the function a is defined as follows on [0, 7] x RY x R?:
V(t,z,y) € [0,T] x R x RY, a(t,x,y) = oo*(t,x,y).
(A.3) V(z,2') € (RP)?, |H(2') — H(z)| < L|2' — z|*.

Notations. Let
wo3PH(J0, T x RP,RY)

be the set of all functions u : ]0,T[ x R — R® such that, for all R > 0,

/]o Flx B0 R)(|u\P+1 + [ [PHY 4l | P 4 ul, PAY dppiy < 00, (0.2)
XbBp(0,

We recall from Lemma 3.3 of Chapter II of Ladyzhenskaya et al. [18] that

WE2PH 0, 7] x RP | R?) is embedded in C([0,T] x RP,R®), i.c., for each

function u € W P+1(]O T[ x RP|R@), there exists a continuous function
on [0,7] x RY which is equal to u almost everywhere. We will always be

considering this function.

Under these notations, we assume that there exists

loc

0 € W,o2F (10, T x RP,R?) N L>=([0,T] x RT, RY),
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solution of the following system:

V(t,z) €[0,T] x RF, vee{1,...,Q},

96, 1 & 020,
- (o) + 5 ;1 @it 2, 0(t,2)) 5 (1)
P 9
l
) + 3 bi(t, 2, 0(t ), GO(t x) o (L, 2, 0(t, 7)) e (t, )

i=1

+ fo(t,x,0(t, ), VL 0(t, x) o(t,x,ﬁ(t,x))) =0,

Vo eRY (T, x) = H(x).

Representation of the function §. Thanks to the theory of FBSDESs, we
firstly give a stochastic representation of the function 6.

To this aim, we consider (t,x) € [0,T[ x RF. Thanks to Assumption (A)
and thanks to Theorem 1, Paragraph 6, Chapter I of Krylov [13], we know
that there exists a triple (X, B), (2, F,P), (Fs)i<s<T), which is a weak solu-
tion of the SDE:

VseltT], Xs==x +/ o(r, X,,0(r, X,)) dB,. (0.3)
t

Hence, we can define:
Vselt,T], Y, =0(s, Xs), Zs = V0(s, X5) o(s, X5, Ys). (0.4)

Thanks to Theorem 4, Paragraph 2, Chapter II of Krylov [13], note that the

process Z is correctly defined up to a p1; @ P neglictible set, i.e., if V0 coincides
with V.0 almost everywhere, then the associated process Z is equal to Z up
to a 1 ® P neglictible set.

The following proposition details the link between FBSDEs and PDEs (see
also Ma et al. [20], Pardoux and Tang [24] or Delarue [6] on this point):

Proposition 0.1. Let 7 be an (F)igs<r Stopping time such that:

dm >0, P{ sup |X,| < m} =1. (0.5)

t<s<T

Then, the process (Xs,Ys, Zs)i<s<r defined in (0.4) satisfies the following
FBSDE:

X,=x +/ o(r,X,,Y,)dB,,
t . -
Y, =0(r, X;) +/ e(r, X, Y, Z,)dr — / Z.dB,, (0.6)

for all s € [t, 7], and ]E{/ (\XS|2 + Vo2 + \ZS|2) ds} < 00,
t
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where, for all (s,u,v,w) € [0,T] x R x RQ x R*F
e(s,u,v,w) = w(o ') (s, u,v,w) + f(s,u,v,w). (0.7)

Proof. From the Sobolev embedding theorems, note that there exists a con-
stant C°1) only depending on m, P, Q and T, such that:

”PH{“% y) € [0,T] x Bp(0,m), [N0(r,y)| > O

- 1/(P+1)
([ ) ) =0 08
Bp(0,m)

Hence, almost surely:

/ IV0(r, X,)|* dr
t

T i
<con [([ osion)™ o) e )
t Bp(0,m) ’

Po1 r P41 T
< CON(T — )P (/ / (162 + 162 1) " (r,w) dudr) .
t JBp(0,m) ’
Hence, thanks to the system of PDEs (£) and thanks to Theorem 1, Paragraph
10, Chapter II of Krylov [13], we deduce (0.6). O

L>-estimate of . Actually, the representation (0.6) is the main tool that
we will employ to estimate the function 6. As a first application of this deep
connection between FBSDEs and PDEs, we give the following bound of ||6]| «:

Theorem 0.1. Under Assumption (A), there exists a constant My only de-
pending on A and T, such that the following estimate holds:

Y (t,x) € [0,T] x RY, |0(t, )| < M. (0.10)

Proof. Consider (t,x) € [0,T] x RY. Keeping the notations (0.3) and (0.4),
we define for every n € N:

t" =inf{t < s <7, | Xs — x| =n}, where inf @ =T, (0.11)

as well as the following process:
SAL™
Vsel[t,T], B! = B, — / (c7'b)(r, Xy, Yy, Zy) dr. (0.12)
t

Then, from (0.9) and the Novikov condition, we know from the Girsanov
theorem that B™ is an (Fj)ics<r-Brownian motion under the probability
measure P" given by:
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dPn sAt™
Vi<s<T, — = exp(/ <(o_1b) (r, X, Y., Zr),dBr>
dP |z f
1 SAt™ 9
- 5/ |(c7 ') (r, X, Yy, Z,)| dr). (0.13)
t

The expectation under P” is denoted by E™.
Then, thanks to Proposition 0.1 and to (0.9), we deduce that the process
(Xs,Ys, Zs)igs<in satisfies the FBSDE:

XS::L‘—I-/ b(r,XT,YT,ZT)dr—&—/ o(r,X,.,Y,.)dB},
t t
tn tn
YS:G(t",thH-/ f(r,XT,YT,ZT)dr—/ Z,dB", (0.14)

o
for all s € [t,t"], and E" {/ (1 X2 + [Ys? + 1Z,%) ds} < 0.
t

Referring to Pardoux [22], we deduce that there exists a constant C(°2), only
depending on A and T', such that for every n € N:

o~
IE”{ sup |YS|2} +E" U ZS|2ds} < OO (1 E™[|0(t", Xin)[*]). (0.15)
i

t<s<tm

Therefore, for every n € N:

tn
E[ sup YSQ]HE"[/ |Z£ds}
t<s<tn t

< COD (14 B [|H(Xr)P] + 0], B e < 7)) (016)

1
<2 (1 +E"[[H(X7)"] + — [10]% En[ sup | X, — x|2D.

t<s<T

Moreover, noting that (X;);<s<r satisfies the following equation:
SAt™ s
X, :x+/ b(r,XT,YT,ZT)dT—F/ o(r,X,,Y,.)dB}, (0.17)
t t

for all s € [t,T], we deduce from (0.15) that there exists a constant C(0-3),
only depending on A and 7', such that for every n € N:

IE”{ sup | X, — x|2} < 0(0'3)(1 + 16]1%,)- (0.18)

t<s<T

Therefore, injecting (0.18) in (0.16), and letting n — +o00, we complete the
proof. O
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1 Holder Estimate of the Solution

In this section, we assume that the coefficients satisfy Assumption (A).

The goal of this section is to prove, under Assumption (A), a Holder esti-
mate of the function #. To reach such an aim, we make use of the Krylov and
Safonov estimate (see Krylov and Safonov [15]), and, thanks to the represen-
tation formula (0.6), we adapt their scheme to the quasilinear case.

Note that Theorem 0.1 plays an essential role in the whole section.

We firstly introduce the following notations:

Notations. For all (t,z) € [0,7] x RF and all 0 < R < (T —t)'/2, let:

Q(t,x)(R) = {(Svy) € [OaT} X RP7
0<s—t< R max lyi — x| < R}. (1.1)

=1,
Here is the main result of this section:

Theorem 1.1. There exist two constants I'*Y and o > 0, only depending
on A\, A, P, Q and T, such that for all (t,z) € [0,T[xRF, 0 < R < (T—1t)'/?,
and i € {1,...,Q},

0,25 o (B) ST ((Rﬁt) >aw0(t, z) + RRo(t)) , (1.2)

where:

t,x) = 10e QMob; +10)?) ),
wO( LL‘) i:L--I-lea?z:il(Q(t,z??go(t))( EQ 0 | | )) (13)
Ro(t) = (T — t)'/2.

Proof. Fix (t,z) € [0, T[xRF. Following the proof of Proposition 0.1, consider
a weak solution ((X, B), (£2,F,P), (F)t<s<r) of the SDE:

Xs=z +/ o(r, Xr,0(r, X)) dB,. (1.4)
t
Consider an (F;)ics<r stopping time 7, such that:
dm >0, P{ sup |X,| < m} =1. (1.5)
t<s<T

Hence, we know that the process (Xs,Ys, Zs)i<s<r defined in (0.4) satisfies
the following FBSDE:

X, =x+/ o(r, X, Y)dB,,
t T T
Y, :9(T,X7)—|—/ e(r,Xr,Yr,Zr)dr—/ Z.dB,., (1.6)

for all s € [t, 7], and IE{/ (1Xs2 + Va2 + | Z4?) ds] < 00.
t
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Hence, for all i € {1,...,Q} and p € R, we have for every s € [t, 7]:
p(Ys)i + [Ysl? = pi(r, X)) + |0(7, X)|?

+/ (nfi +2(Ye, /) (r, X, Yo, Z;) dr

+/ (W(Z.)i +2YZ,) (07 'b) (r, X, Yy, Z,) dr

_/ | Z,|? dr —/ (u(Zy)s +2Y} Z,) dB,.
Fix (i, p) € {1,...,Q} x R and put:

Vrelt,T),  ZF =u(Z)+2Y 7,

Then, we have for every s € [t, T]:
w(Ys)i + Vsl = p0;(m, X:) + |0(7, X-)[?

+/ (fi +2(Ye, £))(r, X, Yo, Z,) dr

+/ Zj(aflb)(r,xr,yr,zr)dr—/ |Z,|* dr

- / ZdB,.

(1.7)

In particular, thanks to Theorem 0.1, we can find C*"V, only depending on

A, X and T, such that forall t <s < s <7
WY + VP < ()it [V (14 42) €O [ ar

+C(1'1)/ \Zﬂzdr—/ ZtdB,.

(1.10)

From Kobylanski [12], we know that there exists a unique progressively mea-

surable process, denoted by (Y, Zs)i<s<r, satisfying:
3D >0, PVi<s<T, |V, <MY} =1,
EU |z|2ds} < o0,
t
as well as the following BSDE:
Y= pbi(r, X,)+ 10(1, X,)|?

+(1+,ﬂ)c(1'1>/ dr—i—C’(l'l)/ |Z|2dr—/ Z,dB,.

S

(1.11)

(1.12)
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From the comparaison principle stated in Kobylanski [12], we deduce that:
wb;(t,x) +10(t,z)> < Y. (1.13)
Let us now prove the following lemma:

Lemma 1.1. The following Novikov condition is satisfied:

E{exp(w /tTyfrfdr)] < +o0. (1.14)

2

Proof. Let us define for every n € N*:
T = inf{t <s <, / |7T|2dr > n}, where inf @ = 7. (1.15)
t

Therefore, modifying ¢(I'!) if necessary, we deduce from (1.12):

(ctny’

Vn e N, 5

Tn C(ll) ™n
/ Z,| ar < 00 4 = / Z,dB,. (1.16)
t t

(1.1)

Hence, modifying once again ¢ if necessary, we have for every n € N*:

(1.1)\2 7
E[exp(%/ |7T|2dr)}
t
(1.1)  pTn (112 pry o
<c<1-1>1€[exp<c / Z,dB, — (Gl / Z.Pdr  (1.17)
2 t 4 t
(0(1.1))2 ™
+T/t |Z, | dr ) |.
From the Cauchy—Schwartz inequality, we deduce that for every n € N*:
(1.1)\2 7,
E[exp(%/ ‘7T’2dr)}
t

Tn (112 fTn 1/2
< 1D E|:6Xp<0(1'1)/ Z.dB, — %/ |Zr|2 dr)} (1.18)
t t

(L\2 1/2
X E{exp(%/ IZT‘er>] .
t

Let us recall that:

Tn (1.1)\2 e
E{exp(@’(l'l)/ Z,dB, — %/ \Zryzdr” =1. (1.19)
t t

Using the Beppo-Levi theorem, we complete the proof of Lemma 1.1. a
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Let us return to the proof of Theorem 1.1. Let us put:
o SAT .
Vt<s<T, B,=B,— 0(1'”/ Z, dr. (1.20)
t

From the Girsanov theorem, there exists a probability measure P such that
(Bs)igs<r is an (Fs)igsgr-Brownian motion. The probability measure P is
given by:

SAT (1.1) 2 SAT
= exp (C(l.l) / Z,dB, — M / ’7T‘2 dr)7 (1.21)
£ t 2 t

dP
dP

for all t < s < T. We denote by E the expectation under P. Hence, noting

from (1.12) that (f:AT Z,dB,)i<s<t is a bounded martingale, we deduce:

Y =E[pbi(r, X;) + 10(r, X)) + (L + p2)CED(r — )] (1.22)
Hence, from (1.13), we deduce:
SE[po'(r, X;) + 10(r, X-) P + (L +p2) OV (r — )] (1.23)

Choose now u = 10 Q My, where M is given by Theorem 0.1.
Consider (tg, o) € [0, T[ x RF. Let us then adopt the following notations:

VO < r < Ro(t0)> Q(T) = Q(to,l’o)(r)' (124)

Moreover, fix R > 0, such that to + 4R? < T, and choose i as the integer of
{1,...,Q} such that:

0,) > 0,), (efl,...,Q). 1.25
Qggg)( ) Qggg)( ) { Q} (1.25)

We put:
for every (¢,z) € Q(2R),
wh(t,x) = (pnb; + [6]%) (¢, ), w(t,x) = (—pb; +[6%)(t,z), (1.26)

and  MT = maxg@p (wh), M~ = maxgp)(w™).

From the inequality (13.25) of Chapter 13 of Gilbarg and Trudinger [8], we
know that for every (s,y) € Q(2R),

1
MT —wt M~ —w™ = - v ). 1.27
w(s,9)+ M™—w(s,9) > 5 ose (0F)V ose @) (127)

Hence, from (1.27), we have (note that both inequalities may be true at the
same time):
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pp1(BT) = %ﬂP+1(Q(2R)) or ppt1(B7) > %ﬂP+1(Q(2R))a (1.28)

where:
+ + _ ot 1 +
B* = {(s,4) € Q2R), M w(&m>%&%¢u&, o)
B~ = {(s.9) € Q2R). M~ —w(s.9) > ] ose (w")}.

Let us assume that (1.28) holds with +.
Fix (t,z) € Q(R), and put:
v=inf{s >, (s,X,) € B"},
mr =inf{s > t, (s, X,) € 9Q(2R)}, (1.30)
T=79 A TR,
where X is given by (1.4).
Hence, from the inequality (1.23) applied to p and to the stopping time

7 defined in (1.30), there exists a constant C(2) only depending on A, A, Q
and T, such that:

wt(t,z) < M P{ngr <~}

1 _ (1.31)
Mt + ) Pi~ < o2 p2.
+ (M7 =7 ose (") Ply Sman} +
Hence,
1 _
) <Mt - = NPy < (12) g2, 1.32
w™ (t, z) 4Q?g%)(w )P{y<mr}+CY YR (1.32)

We have to estimate P{y < mg}. From Krylov and Safonov [15], we know
that there exists (1) > 0, only depending on A, A and P, such that:

P{y < mar} > 700, (1.33)

Noting from (1.20) and (1.21) that, for all ¢t < s < T,

dP SAT C(l.l) 2 SAT
dB :exp(—C(l-l)/ szBT_u/ ’ZT‘2dr>, (1.34)
aP| ’ 2,

we have:
P{y < g} = E{exp <—C’(1'1) / Z,.dB,
t

1 7=
_§(c<1-1>)2/t ’Zr‘zdr> 1{7@2}?}]. (1.35)
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Now, applying Proposition 2.1 of Kobylanski [12] to estimate the process Y
n (1.12), we deduce that there exists a constant C13) only depending on A,
A, Q and T, such that:

/ Z, dE’ <otd), (1.36)
t

This proves that there exists (2 > 0, only depending on A, \, P, Q and T,
such that:

P{y < mar} = 'Y, (1.37)

Hence, from (1.32), we can find 0 < 7""3) < 1, only depending on A, \, P, Q
and T, such that:

osc (wh) < (1 - (1-3)) osc (wt) + DR, 1.38
gse () < (1= 009) ose (w) (135)
In the same way, applying (1.23) to —u and to 7, we prove that (1.38) holds
with w™ instead of w™ as soon as (1.28) holds with —.

From Lemma 13.5 of Chapter 13 of Gilbarg and Trudinger [8], we conclude

that there exist two constants C(*%) and o > 0, only depending on 4, X, P,
Q@ and T, such that for every R < Ro(to):

Vee{l,...,Q}, g(s]%(ag)gc<1-4><( >awo+RR0(to)), (1.39)

Ry(to)
where:
wo = max osc (epbp+16?), ¢=1,..., ,s:—l,l}. 1.40
o=max{_ ose (cus+ o) Q (1.40)
This completes the proof of Theorem 1.1. O

Let us now deduce from the former theorem the following interior estimate
of Holder type of the function 6:

Theorem 1.2. There ezists a constant I'*2) | only depending on A, X, P, Q
and T, such that for every t € [0,T[, the following inequality holds for all
(r,z), (s,y) € [0,t] x RY:

1.2

10(s,y) — 0(r,z)| < m(\y_ﬂa_,_p—r‘a/z)’ (1.41)

where « is given by Theorem 1.1.

Proof. Consider t € [0,T[ as well as (r, ), (s,y) € [0,t] x RF, r < s.
Let us assume for the moment that max,—1,._ply; — z;|* <T —t.
Letting Ry = max;—1___p |y; — 2;|, and noting that R? < T —r, we deduce
from Theorem 0.1 and Theorem 1.1 applied to the cylinder Q. ,y(R1):

6:(r.y) = 0:(r, )| <F“>(C“5 &%’_ parz t VT —rly—r) (142)
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for every i € {1,...,Q}, where C""%) only depends on A, Q and T.
Now, letting R3 = s — r, and noting that RZ < T — r, we deduce from
Theorem 1.1 applied to the cylinder Q. ,y(Rz):

oits.) ~ ] < 100 (€09 (2 4 VTR )
for every i € {1,...,Q}. Summing (1.42) and (1.43), we deduce that there
exists a constant I"1:2) only depending on A, A, P, Q and T', such that (1.41)
holds as soon as max;—1,_ ply; — x;|> <T —t.

Modifying I"(!?) if necessary, we prove thanks to Theorem 0.1 that it still
holds for all (r,z), (s,y) € [0,t] x R. |

Making use of the assumption (A.3), we deduce the following global esti-
mate of Holder type of the solution 6:

Theorem 1.3. There exists a constant I'1-3)

Q and T, such that:

, only depending on L, A, \, P,

Y (t,x), (s,y) € [0,T] x R,
0(s.y) = 0(t,2)| < T (lz — y|* + [t — s[*72),  (1.44)
where o = a A ag.

Proof. Consider (t,7), (s,y) € [0,T] x RY such that t < s.
Following the notations of Theorem 1.1, we assume for the moment that
there exists a constant C1:9)_ only depending on L, A, Q and T, such that:

wo(t, z) < C10) (Ro(t))

Then, letting Ry = Ro(t) and Q(R) = Q) (R), we have from Theorem 0.1
and Theorem 1.1:

@

(1.45)

VYOS R< Rg, Vie{l,...,Q},
g5 (00) < rav(CcU-o R g~ 4 RRy). (1.46)

In particular, following the proof of Theorem 1.2, we deduce that there exists
a constant I"""3) only depending on L, A, A, P, Q and T, such that (1.44)
holds as soon as max;—1,_ p|r; —y;|? < T —t.

Let us assume that max;—1_ p |z; — vy;|* > T — t. Then, applying (1.44)
a first time to the couples (¢,z) and (T, z), and a second one to the couples
(s,y) and (T,y), we deduce:

0(t, z) — 0(s,y)|
< |0(t,2) — H(z)| + [H(z) — H(y)| + [0(s,y) — H(y)|
<2003(T = 1)*/? 4 Liz — y|*
<200 |z — y|* + L|z — y|*.

(1.47)
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Modifying I"(*3) if necessary, we deduce that (1.44) holds as soon as |z—y| < 1.
Thanks to Theorem 0.1, we show that it actually holds for all (s,y), (¢,z) €
[0,T] x RP. O

Hence, we just have to prove the following result:

Lemma 1.2. There exists a constant C'9 | only depending on L, A, Q and

T, such that for every (t,z) € [0,T[ x RF:
wo(t, ) < CH9 (Ro(t))
Proof. Consider (t,z) € [0,T] x RP. We recall that (X;)i<s<r is given by:

@

(1.48)

X,==x +/ o(r, Xr,0(r, X)) dB,. (1.49)
t

We also recall that, for every n € N, the process (X5, Ys, Zs)ics<in satisfies
the following FBSDE:

Xo=ot (00X ¥ 2) 0+ [ oln X,V aBr,
t t
tn tn
}/szﬁ(t",th)+/ f(r,XT,YT,ZT)dr—/ Z, dB", (1.50)
S tn S
for all s € [t,t"], and E" {/ (1 X + |Ya]* + 1 Z4)7) ds} < 0.
t

where for every n € N, t", B™ and E™ have been defined in (0.11), (0.12) and
(0.13).

Then, thanks to Theorem 0.1 and to the inequality (0.15), we prove that
there exists a constant ¢(1%), only depending on A and T such that:

-
VneN, E" U ZS|2ds} <), (1.51)
t

Moreover, from It6’s formula applied to the process (|Ys—H (z)|?)i<s<tn , there

exists a constant C""7) | only depending on A and T such that for every n € N:
0(t,2) — H(@)[2 < COD (B [|0(t", Xon) — H(@)|2] + (T - 1))

COD (B [|H(Xr) ~ H(x)|*] (1.52)

+E" [Lnary 00", Xon) — H(z)]?] + (T — 1)).

<
<

Hence, from Assumption (A) and thanks to Theorem 0.1, there exists a con-
stant C18) (whose value may change from one inequality to another), only
depending on L, A and T, such that for every n € N*:

0(t,z) — H ()

< OO [ Xp =] + B < T} + (7 1) (159

(e ].
<ot® (IE”HXT —z!]™ + EE”{ sup | X, — xﬂ + (T - t)>
t<s<T
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Noting that (X )i<s<r satisfies, for all s € [¢, T,

sAL s
XS:a:+/ b(r,XT,YT,ZT)dr—&—/ o(r,X,,Y,.)dB}, (1.54)
¢ ¢

we deduce from Theorem 0.1 and (1.53) that for every n € N*:

1

0(t, ) — H(z)]> < ¢ (1 + =

)(T-t)ao. (1.55)
Hence, letting n — 400 and applying the property (A.3), we have for every
(8,y) € Q) (Ro(1)):

0(t,x) — 0(s,y)| < CEI(T —1)*/2 = CO) (Ry (1)) ™. (1.56)

From the definition of wy, this completes the proof of Lemma 1.2. g

2 Estimates of the Gradient of the Solution

This section is devoted to the proof of the gradient estimate required in the
article of Delarue [6] and proved in Chapter VII of Ladyzhenskaya et al.
[18]. To this aim, we now assume that the function ¢ belongs to the space
CH2([0,T) x RP RQ) N L>=([0,T] x R, R?) and that the coefficients satisfy
the followings:

Assumption (A’). We say that the functions b, f, H and o satisfy Assump-
tion (A’) if there exist five constants v > 0, k, L, A > 0 and A, such that they
satisfy Assumption (A) with respect to the constants ag = 1, L, A and A, as
well as the following properties:

(A.5) V(t,z,y) €[0,T] x RE x RQ, V (2',9/) € RF x R?,
otz y) — otz y)| <k (2" —z|+ ]y —yl).

(A.6) The function o is differentiable with respect to  and y and its deriva-
tives with respect to = and y are «-Holder in x and y, uniformly in ¢.

In particular, from the choice of «g, the function H is L-Lipschitzian.
Moreover, the function 6 satisfies Theorems 0.1, 1.2 and 1.3 with o = a, «
being given by Theorem 1.1.

Representation of the solution 6. Consider a complete probability space
(2, F,P), a filtration (F;)ogicr satisfying the usual conditions, and an
(Ft)ogt<r-Brownian motion, denoted by (By)ogt<r-

Moreover, for a fixed real m > 0, consider on the one hand a bounded
open set O C [0,T] x R¥ such that:
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0,7] x Bp (o, m+ \/T) co, (2.0.1)
and on the other one a function ¢ € C12([0,7] x RF,R?), with compact
support, such that:
V(t,x)eO, o(t,x) = 0(t, ).

Hence, thanks to Assumption (A’), we can consider, for every (¢,z) €
[0, T] x RF| the unique solution, still denoted by (X%®):<s<7, of the following
equation:

Vselt,T], Xbr =g +/ o(r, X", o(r, X")) dB,. (2.0.2)
t

Thus, following Proposition 0.1, for every (¢,z) € [0,T] x RF, for every
(Fs)e<s<r stopping time 7 satisfying:

P{ sup |X5%| <m+ \/T} =1, (2.0.3)
t<s<T
the process (X1*, Y5% ZL%), <7, given by, for all t < s < T,

VI — (s, XI7), 70 = Vgl X0 (s, X1, VE0), (2.04)

satisfies the following FBSDE:
X =g +/ o(r, Xt V") dB,,
t

Vet = o)+ [etnxpm v zimar - [ zian, 2os)

for all s € [t, 7], and IE[/ (IX572 4 Y222 4 | Z257|%) ds] < 0.
t

Remark 2.1. Note that, for all t < s < 7,
Vir=0(s,X0"),  ZbT =V,0(s, XLT) o (s, XLT, V"), (2.0.6)
This explains why we have kept the notations of Sect. 1.

Let us also recall from Theorem 4.6.5 of Chapter IV of Kunita [17] that,
under Assumption (A’), for almost every w € 2, the map (t,z) — X"® €
C([0,T] x RP,RF) is differentiable with respect to x. Moreover, denoting by
0; X** the partial derivative with respect to z;, the following equation holds
for every i € {1,..., P}:

ot =t [ (ottr i vt e
t

+ (0! V) (1, Xﬁ@,ﬁf@)aixﬁ@) dB,, (2.0.7)
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for all s € [¢t,T], and the map (¢t,z) — VX" = (6; X4",...,0pX"?) €
C([0,T] x RY  RP*F) i, thanks to Kolmogorov’s Lemma, almost surely con-
tinuous and satisfies for every compact set x C [0,7] x RF:

Vp>1, ]E{ sup ( sup |V, X5®
(

t,x)er \t<s<T

P)} < o0. (2.0.8)

Finally, we adopt the following notations:

Notations. For every (t,7) € [0,T] x RY and for every 0 < R < /T —t, let:
Cio)(R) = [t,t + R*| x Bp(z, R). (2.0.9)

Fix now for the whole section (tg,z¢) € [0,T] x Bp(0,m) and 0 < R <
(T — t0)1/2. Set:

C =Cu 2 (R),
(o.20)(F) ) (2.0.10)
V(t,z) eC, ™" =72" =inf{s > t, (s, X") & C}.
Note from the choice of g that:
VO< R< VT —to, Ec[o,T}pr(o,m+\/T). (2.0.11)

Moreover, consider also ty < ug < u < to + R?, z € R” and ¢ > 0 such that
0+ |z — xo| < R. Set for every n € N*:

D = |up,u| x Bp(z,0),
[uo, ul p(z,0) (2.0.12)
Dy, = [ug,uo + (1 —1/n)(u—uo)[ x Bp(z, (1 —1/n)o).
Note that for every n € N*, D, C D,,41 C D C C.
Finally, let for every (¢,z) € [0,T] x R and for every n € N*:
b = inf{s > t, (s, X\") & D},

' = int{s 21, (s, X1%) £ ) sors)
(v =inf{s > t, (s, X\%) € D,}.

Actually, this section is divided into three parts. In the first one, we establish
basic estimates of the processes Z and V, X. The second one is devoted to the
proof of the integration by parts formula required to estimate the gradient of
6. This estimate is given in the third and last part of this section.

2.1 Estimates of Z and V, X

This first subsection is devoted to the proof of basic estimates of the processes
Z and V. X.
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Lemma 2.1. There exists a constant I'*V), only depending on A and T,
such that for every 0 < R < /T —t and for every (t,x) € C:

’ t,x
sATHT

(s ATtz —t)1/2

2
—:z:’

Vs>t, E <y, (2.1.1)

Proof. Consider 0 < R < /T —t and (¢,z) € C. Note that we omit to specify
the dependence upon (¢, ) of X%® and 74%.
Let € > 0. Considering the semimartingale

(5t
e+ (s—t)2 )cocr’

we have from It6’s formula:

| Xans — a]? /W lo(r, X, Vy) 2
¥s>t, E <E A2 2l | (212
i L+(5Ar—t)1/2 L v (LY

Hence, applying Theorem 0.1 and letting € — 0, we complete the proof. O

Proposition 2.1. There ezists three constants 0 < 3 < 1, ¢V and %2),
only depending on L, A, X\, P, Q and T, such that for every R < ¢V and
for every (t,z) € C:

Th® |Zt7w 2
E / s L ds| <22, (2.1.3)
t (s —1)8

Proof. Consider 0 < R < /T —t and (t,z) € C. Once again, we omit to
specify the dependence of X% Y@ Z4% and 7% upon (¢, z).
Let 0 < 8 < 1 and € > 0. Considering the semimartingale

( Y, — V3|2 )
e+ (s—1t)8 tgs@’

we have from It6’s formula:

et e

+2E U; (¥ = ?f(éi);/ Zs)) ds] (2.1.4)

tE U e <82 — )2 ds] |

From Theorem 1.3 and the definition of 7, we know that there exists a constant
CY only depending on L, A\, A, P, Q and T, such that:

Vi<s<t, |Y.-Y|<C@VRe (2.1.5)
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Hence, again from Theorems 0.1 and 1.3, there exists a constant C(2-2), only
depending on L, A\, A, P, Q and T, such that:

. U; % ds} <C®? (E {(T - z)i (ti(;); x|2a]

. U; Erzlz_s:w ds} (2.1.6)
2| e s ) |
Choose: N
8= T (2.1.7)

Hence, modifying C'(32) if necessary, we deduce:

T |Zs|? (2.2) X, —af* °
E ———ds| < NI+ E| ——m————~
{/t e+ (s—t)P 5| ¢ * e+ (1 —t)1/4

+RE /T 15" d (2.1.8)
AP s 1.
to+R? 1 X 2 7@
+ / E | SAT l‘| dS .
f (s —t)l=2/4 7| (s AT —t)1/2
Choosing a small enough R, and letting ¢ — 0, we complete the proof. a

Proposition 2.2. For every p > 1, there exist two constants 2?2 and FISZ'?’),
only depending on k, L, A\, A, p, P, Q and T, such that for every R < c,(,2'2)

and for every (t,x) € C:

E{ sup %Xﬁﬂﬂ <23, (2.1.9)

P
t<s<rt®
Proof. We keep the notations of the statement, but we omit to specify the
dependence upon (¢, ) of X** Yt* Zb% and 70,
From (2.0.7), we know that for every ¢ € {1,..., P}:
Vset,T], 0:X,= ei+/ (a;(r,XT,YT)aiXT
t
+ (o) Zro ™) (1, X0, V) 8iXT) dB,. (2.1.10)

Consider p > 0 and ¢ € {1,..., P}. Thanks to the system (2.0.5), we deduce
from It6’s formula that for every ¢t < s < 7:
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d(exp(—p |Ys = Yi[*) [0;X|*) = exp(—p|Ys — Yi[?)

< {0 (20 Y. Vi) + 202 2 - Y = | ) ds
—2u(Y, - i, Z,dB,))
+p |0 X, 2P (2 10: X0, X, (0, + 0 Zyo ™) 0, X,) dB,)  (2.1.11)
10 X2 (0 + o) Zoo 1) B X ds
+2(p—D)|((0} + 0, Zoo ) 0:X,)" 0,X,|" ds

—4p |0 XM ZE (Y - V), ((oh + U;Zsa_l)aiXs)T i Xs) ds) }

where, to simplify the notations, we have written e, o/, 0'; and o~ ! instead of
6(57 X, Y, Zs)7 U/x(sv X, sz)> U;(Sy X, sz) and 0_1(37 X, Y;)
Hence, thanks to (2.0.8), we deduce that for every s € [¢, T:
E[exp(—p[Yorr — ViI?) [0: Xonr|*]

SAT
+ u]E{/ exp(—,u Y, — Yt\Q) 10: X, |* | Z,|? dr}
t

SAT
/ dr(exp(—,u|Yr —Yt|2)
t

i (200, = Vi) + 20273 - i) (2.1.12)

=1+E

+p|9,X, 22 (\@XT\Q‘(U; +0! Zoo ) 0, X, |

+2(p— 1) |((0 + 0} Zoo 1) 0,X,) 0. X,

— 4y |ain|2<ZTT(YT ~Y), (¢, + 0, Zoo ™) aiXT)TaiXT» })] .
Hence, from Theorem 0.1 and (2.1.5), there exists a constant C’,(,2'3)7 only
depending on k, L, A\, A, p, P, Q and T, such that for every s € [¢, T):
Elexp(—pt[Yarr — Yi|?) [0: Xonr|*]

SAT 7
+MEU exp(—plYy — Yil?) [0 X,[* | Z,* dr
t ]

SAT 2.1.13
<u4¥&EU’em«Mn—nﬂaxﬂp 21
t

x (14 W2 R2) + (14 pR + p2R2)|Z,[2) ar |

Choose =3 C’,EQ'S) as well as R such that:
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PR + i R?™ < 1. (2.1.14)
Then, for every s € [t,T]:
]E |:eXp(_/1'|}/S/\T - )/75‘2) |6iXs/\T2p:|

SAT
+op9s| [ en(-ult - viP) X 12 Par|  2s)
i

SAT
<1+2C33E U exp(—p|Y; — Yi|?) [0, X, |* dr} .
t

Hence, from Gronwall’s lemma, there exist two constants C’,EQA) (whose value
. . (2.1)

may change from one inequality to another) and 7,

L, )\ A, p, P, Q and T, such that for every R < 77;(72'1):

, only depending on k,

E |:eXp(_:U/ |Y:9/\T - th‘Q) |aiXs/\7'2p:|
SAT
+EU (exp(—u Y, — Yi|?) |8iXT|2p\ZT\2) dr] <CPY (2.1.16)
t

for all s € [t,T]. Thanks to Theorem 0.1, we deduce that (2.1.16) holds with
©=0.
Hence, applying Doob’s inequalities to the martingale (0; Xsar)i<s<r, We

deduce that for every R < 17;2'1):

E{ sup 8Z-XS|2”] <CBY. o (2.1.17)

t<s<T
Under the notations (2.0.12) and (2.0.13), we claim that:

Lemma 2.2. For every m > 0, there exist two constants 23 and FT(,EA),

only depending on k, L, \, A, m, P, Q and T, such that for every R < 05,2,'3) :

V(t,x) € D,

E| sup |VX07 —I|™| <T@ (u— )T o5#50 . (2.1.18)
t<s<Ch®

Proof. Consider R < (cgzrf) V1) as well as (t,z) € D. We omit to specify the
dependence upon (¢, ) of (% and X%,

From (2.0.7), we know that there exists a constant 07(3'5), only depending
on k, A\, m and P, such that:
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]E{ sup |V Xs —I|m]

t<s<C

¢ m/2
SCS'E’)ElSHP IVmelm</ (1+12,2) dr) ] (2.1.19)
t

t<s<(
(/ e |zﬂ>dr)m]

Let us now estimate the quantity ]E[(ftC |Z|?dr)™]. From Ito’s formula, we
know that:

1/2 1/2
<O£3'5>IE{ sup |va32’”} E

t<s<C

¢
/ |Zs? ds = |Y; - Yif?
t
¢ ¢
+2/ <YS—Y,5,6(5,XS,YS,ZS)>d5—2/ (Y, = Yy, Z,dB,).  (2.1.20)
t t

Therefore, thanks to Theorem 0.1 and to (2.1.5), there exists a constant C,(qf'ﬁ)
(whose value may change from one inequality to another), only depending on
L, X\, A, m, P, Q and T, such that:

IE[(/C |ZSst>m] < Ceo) (u«:{ sup [Yi - Y;M] LR ™)

t<s<C

¢ m
+R°””IEK/ ZS|2ds)} (2.1.21)
i
1/2 ¢ m-1/2
-HE[sup Ys—Yﬂm] IEK/ |Zs2ds>} )
t<s<¢ t

Hence, we have for a small enough R:

o ([ 1720 | < oo (& s me-vike] vl 0m). @122

t<s<C

Therefore, we deduce from Theorem 1.3:

C m
]EK/ ZS|2ds) ] < CEOE[(C —t)*™]. (2.1.23)
t
Let us now estimate the quantity E[(¢ — ¢)*™]:
Lemma 2.3. For every N € N, there exists a constant FJ(\,Q's), only depend-

imgon A\, A, N, P, Q and T, such that:

Vi<s<(  E[(C—9)N | B] STEY (u— )N/ FPHDNPIPHD - (2.1.24)
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Proof. From Theorem 4, Paragraph 2, Chapter II of Krylov [13], we know
that the property (2.1.24) holds with N = 1. Now, note that for every N > 1:

¢
E[¢(—s)"T | &] = (N+1)]EU ¢ —r)Ndr

7
) (2.1.25)
= (N + 1)1EUS E[(¢—r)" | ] dr

|
for all ¢ < s < (. Using an induction, we complete the proof. a

Let us complete the proof of Lemma 2.2. Let us define N as the largest
integer less than or equal to am. From the inequality

E[(¢ — )] < E[(¢ — )N ]/ VD, (2.1.26)

(2.1.23) and Lemma 2.3, we deduce the result.

2.2 Properties of the Operator Associated to X

This subsection is devoted to the study of harmonic functions with respect to
the operator

P

o 1 o
L=7+5 Zai,j(w-v@("‘))axiarj’

4,5=1

and in particular aims to present the proof of the integration by parts formula
that we will use to estimate the gradient of the solution #. As mentioned in
the introduction, this formula is basically due in a preliminary version to
Bismut [2] and Elworthy and Li [7] and in its final form to Thalmaier [26].
Hence, our main work is to adapt the proof given in the former article to the
case of parabolic operators. Nevertheless, as announced in the introduction,
note that we also show how this technique permits to establish the partial
differentiability of the function w given in (0.1).

Keeping the notations introduced in (2.0.12) and (2.0.13), we firstly recall
the following result (see also Thalmaier [26]):

Proposition 2.3. Let (t,z) € D and £ be defined by:
V(s,y) €D,  L(s,y) = (0*— |y — 2*)(u— s). (2.2.1)
Moreover, set:

Vi< s <, Xt (s) :/ 2 (r, X0") dr, (2.2.2)
t

then,
Et’m(ct’r) = +o00. (2.2.3)
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Proof. Fix (t,x) € D. We omit to specify the dependence upon (¢, x) of X%,
Ct@ Cmt,a; and Zt,a;.

We define:
YOS S<X(), T(S)=inf{s>t X(s) =S}, 094
VS > X(C), 7(5)=¢. (224)

Thus, for every nonnegative real S, 7 (9) is a stopping time less than (.
Let n € N*. From It6’s formula, we have for every S > 0:

E[07(T(S) AC™, Xr(synen)] — (¢, 2)

T(S)NC™
= E{/ L0t (r X,) dr]
t

T(S)
= IE|:/ I{SQZ‘(C)} t Cn ( )[,é ( )dT:|
t

" 2.2.5
+1Eu Lis> o)) Leem (ML (r, X )dr] (2.2.5)

S
- [/0 Lis<x(o)y Linen (T(r) (L) (T(r), X)) dr]

()
+E UO s> 50y Lo (T (CLO)(T (), X)) d"] :

Noting that there exists a constant C>7) (whose value may change from one

inequality to another), only depending on A and T, such that:
V(s,y) €D, (L) (s,y) < CPDET(s,y), (2:2.6)
we deduce that: Vn € N*, V.S >0

E[7H(T(S) A ¢, Xrs)nen)]

S
<£‘1(t,x)+0(2'7)/ E[eHT(r) AC™ Xr(ryngn)] dr (2.2.7)
0

Hence, from Gronwall’s lemma, we have: Vn € N*, V.§ > 0

E[¢07H(T(S)AC", Xr(synen)] < €71t 2) exp(CETS). (2.2.8)
Hence, we deduce: Vn € N* VS >0
0(2.7) .
P{7(S)> ("} < E[07H(T(S) A ¢, Xr(syncn) ]
" (2.2.9)
0(2.7)
< - 07t x) exp(C(2'7)S).

From the inclusions {X'(¢) < S} C {7T(S) =} C {T(S) = ¢"}, we deduce:
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vS>0, P{Z(()<S}< %c<2~7>571(t,x) exp(CDS).  (2.2.10)
This completes the proof. a

Notations. From Proposition 2.3, we can define for every (¢,z) € D:
VS >0, TH%(S) =inf{s > ¢, X"*(s) > S}. (2.2.11)

Proposition 2.4. Let (t,z) € D, (¢, 5) € (R%)? and v € R, Then, setting:

SATH®(S)
Vs >t ho(s) = / 3 (r, X0") dr, (2.2.12)
t
as well as:
c ® —CT 1 —CS
Vs 2 O7 hl(s) = m o € dr = m(l — € ), (2213)

the process h given by:
Vs >t, h(s) = hi(ho(s))v,

is absolutely continuous and satisfies h(t) =0 and h(s) = v for s > TH*(S).
Moreover, for every m > 1:

t,x

E K/j || dr)m} < (u— )"y

¢ 2m | — e=Cn"S —4Am+2
% (1 - e—05> 29 t (t,z). (2.2.14)

where:
07(3.9) = %¢m — 07(3'8)(16 — t)927 (2.2.15)

and 07(3'8) 18 a positive constant only depending on A, m and T.

Proof. We keep the notations given in the statement, but as usual we omit to
specify the dependence of X%% (4@ (™% and TH* upon (t,x).
Let m > 1. We have:

EK/; hTer>m] < (u— t)mlE[/f B[P dr]

2m 7(9)
< (u _ t)m_l‘u|2m( C ) E |:/t e_2cmh°(T)€_4m(7‘, Xr) d7‘1|

1—ecS
c 2m o
= (u—t)" Hym (71 — ech) E {/0 e 22 (T (1), X7 (1)) dr]
c am 9
= (=t P (=) /0 2 B[4 (T (r), Xpy)] dr.

(2.2.16)
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Let us now estimate the term E[(~*™+2(T (r), X7(,y)] in (2.2.16).
Let us recall that, for all n € N*

1 1
= inf{s >t (X, — 2] > g(l . —)} A (uo +(u— uo)(l - —)) (2.2.17)
n n
Then, from It6’s formula, we have for n € N* and r < S,

E[£74m+2 (T(T) A Cn7 XT(T)/\(”)] - €74m+2 (ta I)

r T (r)AC
=E / £€_4m+2(s,XS)ds}
L/t

T(r)
=FE / Ly, enp () LY 2 (s, X) ds]
t

(2.2.18)

=K /T l[t,C”] (T(S)) (€2£474m+2) (T(S), XT(S)) d5:| .
0

Noting that there exists a positive constant C,(qf's), only depending on A, m
and T, such that: V (s,y) € D, s > t,

(PLe=4m+2)(s,y) < C28) (4 — )20~ 2 (5, ), (2.2.19)
we have:
E[¢~* 2 (T (r) AC", Xgrynen)] < L2t 2)
+ C28) (4 — 1) /OT]E[K—‘“”Jr2 (T(s) A C",XT(S)A<n)] ds. (2.2.20)
Using Gronwall’s lemma and letting n — +o00, we deduce that for r < S:
E[¢="F2(T(r), X1()] <2t 2) exp(CE® (u — 1)o?r).  (2.2.21)
Hence, from (2.2.16) and (2.2.21),

EK/; Iﬁrlzdr)m] < (u—t)" ™

c 2m s (2.8) 2
><(7> /e*@cmfcm (W=0)¢")r p=4m+2(y ) dp.  (2.2.22)
0

1 —e¢S
Set:
07(3.9) — %em — 07(3'8)(u —t)0%. (2.2.23)
Hence,
¢ . m
| ([ P ar) | < -t
t

c 2m] — 6*07(3'9)5' .
—4m—+2
x (1 — e_CS> 29 ¢ (t,z). O (2.2.24)
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Notations. For every (¢,z) € D, we define n(t)’w as the smallest positive inte-
ger such that:
(t,x) € Dné,z. (2.2.25)

Here is the main result of this subsection:

Theorem 2.1. Let w : D\ D — R be bounded and measurable and v be the
function given by:

V(t,z) €D,  w(t,x)=E[w(¢"", XA%)]. (2.2.26)

Then, for every (t,x) € D, for every i € {1,..., P}, the partial derivative
Ov/0x;(t, x) exists and is given by:

ov

a—wi(t,z) =-E {w(ctvf,xct,x)

¢ y
></ (o7 (r, X2", V0" )L XEPRE,dB, ) |, (2.2.27)
t

where, for every i € {1,..., P}, h' is an R -valued bounded adapted process
satisfying:

s € [t,T] — h' is absolutely continuous,
T iivg 4 \(14m)/2 (2.2.28)
31 >0 such that E[( [, |h|*ds) | <o,
and the boundary conditions:
IneN*, n>nb" Vs>, hi =0,
_ 0 ¢ (2.2.29)
h% = €;.

Note from Proposition 2.4 that such a process does exist.

Proof. Fix (t,z) € D and ¢ € {1,...,P}. As usual, we omit to specify the
dependence upon (t,z) of Xt ¢H* (™% and ny”.
Let n > ng be an arbitrarily fixed integer and let £g > 0 be a real such
that:
{t} X Fp(l‘,é‘o) Cc D. (2230)
Consider h satisfying (2.2.28) and (2.2.29) with respect to ¢ and n.
We define for every € € R:

Vi<s<T,  X:=XxbLotehs (2.2.31)

Hence, thanks to the boundedness of h and to (2.0.8), we deduce that there
exists a constant C'219) such that:

V—eo<e<eo, E| sup |XE— X, 2| <CP102 (2.2.32)
t<s<T
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Moreover, from Theorem 3.3.1 of Chapter IIT of Kunita [17], we know that,
for every € € R, X°¢ is a semimartingale given by:

AX: = o(s, X2, p(s, X5)) dB, + XL, ds

=o(s, X, (s, X7)) (st +eo (s, X2, (s, X0)) Vo X boteha ds).
(2.2.33)

Let us then define the following stopping times:

¢ =inf{s > ¢, (s,X°) & D},
of =inf{s > ¢t, e| [ (o7  (r, X5, o(r, X))V XLotehr b, dB, )| > 1},
o™ =" ATE A 0°.
(2.2.34)
Finally, we define the following process:
B = Bs + 5/ oM (r X5, e(r, Xf))Vg;Xi’HEhrhr dr. (2.2.35)
t
and
GS = exp(—f/ (0 (r, X5, o(r, X0)) VG X Pt by A By)
¢ (2.2.36)

2 s )
-5 [l xR X e ),
t

Fix —eg < € < gg.
Applying the Girsanov theorem, we deduce from (2.2.33) and from the
pathwise uniqueness of (2.0.2) that:

v(t,x +ce;) = E[v(0™¢, X5ne)Gon.e]. (2.2.37)
Hence,

v(t, @+ cei) = Efo(¢" X5 ) Gon Licnarey Lpe=ry]

e (2.2.38)
+E[v(0™%, X502 )Gon e L({engre}n{os=T})e) -

Since h(s) = 0 for s > (;, note from (2.2.31) that, for every ¢ > 0, X§, = X¢n.
Therefore:
’U(t,il? + aei) = ]E[’U(Cn,X(n)GEn 1{<n<7-5} 1{25:T}]

: (2.2.39)
+E[0(0", Xone) Gone Lenarinor =]

Consider a regular function ¢ : R — R, equal to the identity on {|z| < 1} and
to 0 outside {|z| < 2} and satisfying || < 1. Hence, setting:
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G?d’ = exp (—@/} (5/ <o_1 (1"7 X:, p(r, Xf))VIXﬁ’x""EhThT, dBT>>
t
52 3 —1 £ £ t.x+eh.i |2
-5 lo ™ (r, X2, 0(r, X2)) VR X0 he " dr |, (2.2.40)
t

we have:
v(t,x + ee;)
[ (C" X )Gl Licnarey Lgery]
+E[0(0™%, X50.:) Gone L((cn<reynfor=T))") -
[u((”,X WG] —Efo(¢" X ) Gl Lensreyngor=rh)]
+E[0(0™, X5 ) Gon e L((engreingor=T})e] -
(2.2.41)

Hence, putting:

Re = ~E[v(¢", X¢n) Gl Lqergraynor=r)e]
+E[0(0™, Xone)Gone Li(engrepnios=The], (2.2.42)

|Re| < 2exp(1) [|o]|oc (P{C" > 7°} + P{o” < T})

< 2exp(l) ||w|oo(ﬂ»{ sup | X3 - X,| > 2}
n

SERS

(2.2.43)

+P{s sup / (o "L Xt by, dB,y) | 2

t<s<T

)
where we have noted o, ! instead of o~ (r, X£, p(r, X2)).
Thanks to (2.0.8) and to (2.2.32), we deduce that there exists a constant
C1) ot depending on &, such that:

|Re| < [[w]|ooC®) (n?e? + e F1/2). (2.2.44)
Moreover, let us recall that:

v(t,x) =E[v(¢", X¢n)]. (2.2.45)

Hence, we deduce that, for all € € |—¢eg, g9,

é(v(t,x +ees) —v(t,x)) = IE|:'U(C”,X@) (@)} n % R, (2.2.46)

Letting ¢ — 0, we deduce from (2.0.8) that:
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1
gl_r{(l) B (v(t,z +ee;) —v(t, @)

n

__E[U(C",X@)/t <or1(1",XT,@(T,Xr))Vrthr,dBrﬂ. (2.2.47)

Hence, for every 1 < i < P, 0v/dx;(t, z) exists and is given by:

n

a@v (t,z) = —E {U(C",X@)/ (o7 (r, Xr, (1, Xr))Verhr,dBr>} (2.2.48)
ZT; ¢
Hence, from the martingale property of (v(s, X S)) t<s<C and the definition of

h, we deduce:

ov
&vi

¢ .
(t,x)——]E{w(C,XC)/t (U‘l(r,XT,@(r,Xr))Verhr,dBQ}, (2.2.49)

This completes the proof. a

Actually, the former scheme also permits to deduce estimates of the par-
tial derivatives (Jv/0x;)1<i<p. Indeed, keeping the notations introduced in
(2.0.12) and (2.0.13), we state:

Theorem 2.2. Assume that the assumptions of Theorem 2.1 are in force.

Then, for all p > 2 and 0 < € < 1, there exist two constants c,(ff) and F,S?E'G),
(2.4)

only depending on e, k, L, A\, A, p, P, Q and T, such that for every R < ¢cpz ’,
for every (t,x) € D and for every i € {1,..., P}:

0 _
‘a;- W‘ < LEOE[Juwl/ 0= (¢, X)) (w - )72
% (QH/p(gz e — Z‘z)%H/z’) (2.2.50)
+ P T R (02 — | — z\?)*“*u%m))_

Proof. Fix (t,x) € D and i € {1,..., P}. Once again, we omit to specify the
dependence upon (t,z) of Xt%, V, X% and ¢4%.
Let n > ng and (¢, S) € (R%)?. Setting:

V(s,y) €Dn,  lu(s,y) = (05 — |y — 2[*) (un — ), (2.2.51)

with u, = ug+ (1 —1/n)(u — ug) and ¢, = (1 — 1/n)op,

we denote by h the process associated by Proposition 2.4 to the cylinder
D,,, the function £,,, the vector e; and the reals ¢ and S.

It is readily seen that e; — h sastifies (2.2.28) and (2.2.29) with respect
to n.

Hence, from Theorem 2.1, we have to estimate the quantity:
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E[w(@ X¢) /t C<<r‘1<r, X0, V) Ve Xy, dBT>]. (2.2.52)

Let p > 2 and ¢ € [1,2] such that 1/p+ 1/q = 1. We have:

¢
]E{w(@Xc) / <a-1<r,Xr,mvxxrhr,dBr>H

1/ ¢ . p1/p
< E[jw|?(¢, X¢)] QE[/ (o7 (r, X, ;) Vi X, hy, dB,) } . (2.2.53)
t

Let us deal with the term E[| ff((ﬁl(r, X,,Y,) VX, hy, dB,)|P] in (2.2.53).
There exists a constant 01(12.12) , only depending on A and p, such that:

p
¢ . p/2
<CZ(,2'12)IEK/ 0_1(7‘,XT,YT)2|V$XT2hT|2dr> ] (2.2.54)
i

¢ . p/2
<o s s wxp([Cipa) |
t

t<r<¢

C .
/(U‘I(T,XT,YT)VEXThT,dBT>
t

Hence, there exists a constant C’,(,2'13)

that:
£

, only depending on A, P and p, such

|

< .
[ XY Wy
t
¢ . p/2
< 01(72.13) IE|:(/ ‘hr‘2 d’l”) :|
t
¢ . p/2
+]E{sup |VrXT—I”(/ hr|2dr> ]
IANENE t
¢ . p/2
<6«1(72.13) IE{(/ hr2dr> }
t

-HE{ sup |V, X, — [|P(+e)/e

t<r<C
¢ . p(1+¢)/271/(14)
><1EK/ hT|2dr> ] ,
i
where 0 < e < 1.

Therefore, applying Lemma 2.2 and Proposition 2.4 to the cylinder D,,,
(2.3)
p(l+e)/e’

e/(1+e¢)

we have for R < ¢
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) . p11/p
EK / <a—1<r,xr,yr>%thr>dBf>) }
t
2.13)\ 3 e °
< (C1) ((un—tv e
1 e70(2.14)3 % —(2-2) (2256)
x (W) o T
+ (188, ) ™ (u, — )b s+ 2P
. 1 _efC(z'ls)S p(++5) _(2_ﬁ)
X s\ T oem " )
where:
0(2.14) =cp— 0;328) (un - t)Q%L’ 2.2.57
CC15) — op(1 4 2) = C2D (0 — )02 (2.2.57)
cp(1+¢) = O3 o (tun — )0
Choose ¢ = 1/p x (1 + 01(7728) + C’(’?EEE)/Q)(U” e

Note that such a choice implies C214) > 0 and C(21%) > (.

Hence, letting S — 400, there exists a constant I 15725'6), only depending on

ek, L, \, A, p, P, Q and T, such that:
% (t,2)

5o (00| < L0 Eflul* (¢, X))
% ((un = )7 262720 (g — o — 22) T (2.2.58)

29— 2 4 _aP _(9__ 2
—|—(un—t)_1/2gn (T+e)p T 2(PFD) (gi—|x—2\2) (2 (1+E)P)>.

Letting n — +00, we complete the proof. a
The latter result can be slightly simplified:

Theorem 2.3. Under the assumptions of Theorem 2.1, there exist for every
p = 2 two constants c,(,2'5) and F,£2'7), only depending on k, L, X\, A, p, P,
Q and T, such that for every R < 01(,2'5), for every (t,x) € D and for every

ie{l,...,P}:

ov
6,17;

(p—1)/p
Ct,z :|

(t, l‘)‘ < 1—;52.7) E [‘w‘p/@—l) (Ct7w7 Xt@ )
X (u - t)_l/z(Q - ‘.’L’ - z|)_(2_2/17). (2.2_59)
Proof. Consider (t,z) € D. Let:

r=po—lz—z|,
D' = [t,u[ x B(z,r), (2.2.60)
¢'=inf{s >t, (s,X,) ¢ D'}.
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From Theorem 2.2 applied to the cylinder D’ C D, we know that that for all

p>=2and 0 < e <1, the following holds as soon as R < 61(;254).

1 _
Voot )| < TEOE[[o]7(¢, Xe)]V (u— 1)1/
> (r*2+2/17 + 7‘*2+2/(P(1+€))+O<P/(2(P+1)))_ (2.2.61)

Noting that:

B[Jof"(¢' X)) = B[ [B[u(¢, X0) | 7]

q} <E[lw|?(¢,X0)],  (2.2.62)

and choosing € > 0 satisfying:

2 aP
_l’_

(top 2P+D)° (2.2.63)

’E“I [

we complete the proof. O

2.3 Estimate of V.0

Here is the final part of our scheme: from Subsections 2.1 and 2.2, we give a
global bound of the gradient of the function 6.

Notations. Keep the notations given in (2.0.12) and (2.0.13), and in addition
consider a smooth function g : D — R such that:

V(t,r) € D, g(t,x)
V(t,z) € D\ D, g(t,z) =0, (2.3.1)
V(t,x) € [uo,u] x 9B(z,0), gi(t,x) = g,(t, x) = g;/(t,x) = 0.
Then, from It6’s formula, we have for every j € {1,...,Q} and for every
(t,x) € D:

(039)(t,2) = (99, 2) = E[ / 60 (5. X7) ds}

E { /t ) (s X) ds} E [ /t G0 V) (5, X0) ds]  (232)

where:

V(s,y) €D,
B (2.3.3)
Hence, setting for all (¢,z) € D, and all r € [t, u]:

v (t,x) = E[(e59 — 0 L9 — (Vus,aVeg)) (r ACHT, Xppces )]
= E[l[t,ét~z](r) (ejg ‘PJ['Q < Pj, vrg>) (7‘ A Ct@’ XT’ACt*I)]v (2'3~4)
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we have:

V(t,z) € D, 0;9)(t,z) = /tu V™ (t, ) dr. (2.3.5)

Hence, noting that r A (%% is the first exit time of X%* from the cylinder
[uo, 7] x B(z,0), we deduce from Theorems 2.1 and 2.3 that for every i €
{1,..., P}

6(9jg) - /u 81}T’j
v (t,x) € D, 02, (t,z) = s (t,z)dr. (2.3.6)

Additional notations. For every n € N*, we denote by p,, the solution in
]2, +00[ of the equation:

4 4
p=2+———. (2.3.7)
n  pn
Actually, p,, is given by:
2 4
pn=1+—+4/1+—, (2.3.8)
n n

which tends to 2 as n — +o0.
We firstly prove the following local bound of V6:

Theorem 2.4. Let n > 2 be such that the following inequality holds:
2B -1 <1, (2.3.9)

where (B is given by Proposition 2.1.
Then, there exists a constant I'(38), only depending on k, L, A, A, n, P,
Q and T, such that for every R < (cl(,i'S) A D)y

sup (1560t (u = 1) (¢ — o — =)™
(t,x)eD

< [‘(2-8)(u _ uO)1/2(Q(2pn*2)/(pn*2) + Q2n*2/pn)' (2.3.10)

Proof. Let n satisfy the assumptions of the statement. Put:

— b d =—=<2 2.3.11
D D an q - T < ( )
and consider R < (022-5) A 2D,
Moreover, let:
V(t.z) €D, glt.2) = (¢" o = 2")"(u—1). (2.3.12)

Hence, there exists a constant C'(216) only depending on k, L, A\, A, n, P, Q
and T, such that:
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= {Ing(t )| < CP1O (u—t)g* 1,

V(t,z) €D, Loft.a)] < 216 n2, (2.3.13)

Fix now (t,z) € D and 7 € {1,..., P}. Once again, we omit to specify the
dependence upon (¢, ) of X** and (",
From Theorem 2.3, we know that for every j € {1,...,Q},

U Hy™d

t (9:17,

% /u (E[\éjg\q(r NG Xond)] T E [0 £gl9(r A G, Xone)] O (23:14)

FE[(%5.a%a)|7(r A G Xond)] V7 (r = 1) dr.

(t,x)dr| <

2.7 —(2—-2
\Fzg V(o — |z — 2|)~3~%/P)

Hence, from (2.3.13), there exists a constant C>'7) only depending on k, L,
A, A, n, P, @ and T, such that for every j € {1,.. .,Q},

‘ 0(6;9)

S 1.0)| < €I = o )220

X / (E“éjg\q(r A Xenc)] Vi g2 (2.3.15)
t
n— 1 _
+(u— ) B[ 2] 1 e ] /q)(r V2 g

Therefore, modifying C(*>17) if necessary, we deduce that for every j €

{1,...,Q},

(520) e

< CcR1) ((u — t)1/2g2"72 + / (E[|éjg|q(7" NG, XrAC)] e (2.3.16)
t

‘)2*2/17

(g—|x—z

e 1 _
+ (u—1)0* "E[|Z:|" 1< /q>(r—t) 1/2dr>.

Hence, multiplying (2.3.16) by (o + |z — 2|)2~2/P, we deduce that there exists
a constant C(2:18) (Whose value may change from inequality to another), only
depending on k, L, A\, A, n, P, @ and T, such that for every j € {1,...,Q},

’Vx@j(t,x)] (92 . \a: - Z|2)n+2—2/p(u —1) < 0(2.18)92—2/p

X ((u —1)1/2p2n 2 4 / (]EUZMC‘quq(T A G Xoac)] o (2.3.17)

t
e 1 -
+ (=10 "E[|Z:|9 1<y /q)(r—t) 1/2 dr).

Note that, for all t < r < u,
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E[|Zeac? g% (r A ¢, Xone)] =E {\ZM(P <oy
N ) (2318

P

X (1Zercl(@® = 1Xonc = 2P) F (=12 0) " (w=rA Q.

Set:
M= suwp (|%0(s,y)| (>~ Iy — =) " *(w—s))
(s,y)€D
= sup_(lvwﬁ(&y)\ (&~ ly— =)~ 8)) (2.3.19)
(s,y)€D
= sup7<|Vw4p(s,y)| (*—y— z|2)np/2(u - s))
(s,y)€D

From (2.3.17) and (2.3.18) and from the choice of p, we deduce that:
N0, )] (& — |2 — 22)" P (u—t)

< C218) 2-2/p ((u _ t)1/2g2n—2

. u (2.3.20)
+ M2/p(u —t)P=2/p /t E[|Z:[*1(<0y] Ya(p —4)=12 gp
+ (u—t)g* ! / E[|Zr|? 1ir<cy] 1/q(7‘ —t)"1/? dr).
t
Moreover, from Young’s inequality:
/ E[|Z:2 1e] (0 = )72 dr
¢
+/t E[‘Zr|q 1{7“<C}] 1/q(’l”—t)_1/2 dr
“ Z..? Hi 1/248/
vl 12 i (1-m)/2
+/t E[m 1{r<(}:| (’F — t) d’l"
<[ (& |1Z,.? 1 + (r—t)7P/2HBP=D L (p —y71HB ) dr
=, (r—t)p {r<¢} :

Hence, from the inequalities (2.3.20) and (2.3.21), and thanks to Proposition
2.1 and to the choice of n, there exists a constant I"®*%) only depending on
k, L, A\, A, n, P, @Q and T, such that:
2 2\Pn/2
%0t )] (02 — |2 — =) (u— )
< [(28) p2=2/p ((u )22 P — t)<P—2>/P). (2.3.22)
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Finally, taking the supremum over D, we deduce:
M < 29 g2-2/p ((u — )22 L WP — uo)@*?)/l’). (2.3.24)
Hence, modifying if necessary I'?8)| we deduce:
M < T (4 — o) /2 (9(21072)/@72) 4 sz/p)_ (2.3.25)

This completes the proof. g
Following the proof of Theorem 2.3, we deduce:

Theorem 2.5. Under the assumptions of Theorem 2.4, there exists a constant
29 only depending on k, L, X, A, n, P, Q and T, such that for every
R< (0%5) Ac2D);

V(t,z) €D, [VO(t,x)| < T3 (0 — |z —z|)~(H+en) (4 — )72, (2.3.26)
where €, — 0 as n — +oo.

Keeping the notations introduced in (2.0.12) and (2.0.13), we establish the
following estimate which holds as soon as t is closed enough from 7'

Theorem 2.6. Assume that v = to + R?> = T, and that n satisfies the as-
sumptions of Theorem 2.4.

Then, there exists a constant I' , only depending on k, L, \, A, n, P,
Q and T, such that for every R < (cp, (2:5) p (2 D)

(2.10)

swp_(1%6(t,2)] (¢ — |z — =) """*)
(t,z)eD

< PO (germ=/ a2 4 2=/ (2.3.07)

Proof. Consider a smooth function g : D — R such that:

V(t,z) €D,  g(t,z) >0,

V(t,x) € [ug, T] x 0B(z, 0), (2.3.28)
Then, from Itd’s formula, we have for every j € {1,...,Q} and for every
(t,z) € D:

(O59)(t, ) = (p59)(t, )
Ct,z
T t,x — T
=E[(p;9)(¢" XC”)] —HE[/t (j9)(s, X} )ds} (2.3.20)

-E Utc (0;Lg)(s, X7) ds} —E Uf (Vs aVig) (s, X17) ds} ~
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Hence, letting for every j € {1,...,Q} and for every (t,z) € D:
v (t, ) = E[(;9) (¢, X 5%, (2.3.30)

and for every t <r < T,

0" (t,2) = B[ (639 = @i L9 — (%s, 0 %g) (r AC, X 1),

(2.3.31)
= E[l{@@,ﬂ(?) (€59 — piLg — (Vapj,aNg)) (r ACHT Xr/\(t I)] ,
we have for every i € {1,..., P} and for every (t,z) € D:
. T .
0i9)(t, z) = v (t,x) +/ o™ (¢, z) dr,
8(0,9) i [T o (2.8.32)
g v v
—=(t = t t dr.
G2 0a) = Gt + [ G dr
Let R < (CﬁS) A ¢?1) and let g be given by:
V(t,x) € D, g(t,z) = (0* — |z — z|2)n (2.3.33)

Hence, there exists a constant C319) only depending on k, L, A, A, n, P, Q
and T, such that:

V(t,z) €D, Loft.0)] < CCA9 n2, (2.3.34)

. |ng(t )| < 2 19) 921'7,—17
| <
Fix now (t,z) € D and i € {1,...,P}. As usual, we omit to specify the
dependence upon (¢, ) of X% and (",
Let us firstly estimate the quantities (9v7/9;(t, x))1<
Applying Theorem 2.3 to the function (s,y) € D — (s y) (Hjg)(x),
we deduce that for every j € {1,...,Q}:

< F(2.7)]E|:‘(ng)(X<) — (ng)(x)\q}l/q

p

J
]6” (t,2)

8:@

X (T —t)"2(g — & — 2[)~=2/P) . (2.3.35)

Hence, from Assumption (A’), there exists a constant C'229) only depending
onk, L, \, A, n, P, Q and T, such that for every j € {1,...,Q}:

’ vl

- 1
o (t,x)‘ < 0(2.20)92 1]EUXC _ x|q:| /q

X (T —t)"2(g — & — 2[)~72/P) . (2.3.36)

Hence, modifying C'(329) if necessary, we have:
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ot
6,17;

(t,z)| < C220 21 (g — |z — 2|)~3=2/P), (2.3.37)

Hence, following the proof of Theorem 2.4, we deduce from (2.3.15) and
(2.3.32) that there exists a constant C(21) only depending on k, L, \, A, n,
P, Q and T, such that for every j € {1,...,Q}:

‘Vg;@j(t,ﬂ;‘” g(t,ﬂ;‘) (Q - |:L‘ - z‘)272/p
T
s (Q2n1 +/ (o2 + E[lesgl*(r A ¢ Xpac) ] (2.3.38)
t

Hence, multiplying by (o + |z — z|)?~2/?, we deduce that there exists C'(2-22),
only depending on k, L, A\, A, n, P, Q and T, such that for every j €

{1,...,Q}:
V0, (8, 2)| (0 — |z — 2]?)

T
< C222) 22/ (92”2+/ (E[IZrlgng(r/\C,XrAc)]l/q (2.3.39)
t

n+2-2/p

e 1 _
+ " E(1Z L)) ) (r )72 dr).
Note once again that for every r € [t,T]:

E[|Z:*g% (r A ¢ Xrn)]
- IE[\ZTP <oy (120 672 (r AC, XMC))Q/(”*”} . (2.3.40)

Let:

M = sup (|V0(s,y)|g"*(s,9))- (2.3.41)
(s,y)€D

(2:22) if necessary, we deduce from the choice of p that:

Hence, modifying C'
|v309(t,.’11)‘ (g(t,x))p/2 < 0(2.22)9272/17

T
. <7\ 2/P 1/a -
X (92 2+ (M) / E[1Z,* 1p<qy] (r =) dr (2.3.42)

t

T
— 1 _
+0° 1/ E[|Z,|" 1eey] (r = 1) 1/2dr>.
t

Moreover, from (2.3.21):
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T
1 —
A IE“ZTP I{TQC}] /q(r—t) 1/2 dr

T
+/ E[|Z|% 1recy] /0 = )" dr (2.3.43)
t
T ‘Zr|2
< / (E{i( 7 1{r<<}] + (r —t)7P2HAP=D 4 (g t)—1+ﬁ> dr.
t =

Hence, from the inequalities (2.3.42) and (2.3.43) and Proposition 2.1, there
exists a constant C'(223) only depending on k, L, X\, A, n, P, Q and T, such
that, for all (t,z) € D,

[V.0(t, )| (g(t,x))p/2 < C223) 2=2/p (92”_2 + (M’)2/p). (2.3.44)
Finally, taking the supremum over D:

M < Cc223) (9(2%2)/(1)*2) + 92n*2/p)_ (2.3.45)

This completes the proof. a

We deduce:

Theorem 2.7. Under the assumptions and the notations of Theorem 2.6,
there exists a constant I'®™V) | only depending on k, L, X\, A, n, P, Q and T,
such that for every R < (Cﬁ'S) A D)

V(t,xz) € D, IVLO(t, )| < T3 (o — |o — z[)~(nHiten), (2.3.46)

Remark 2.2. From Theorem 1.2 (local Holder estimate of ), we can give the
following version of Theorem 2.5:

Theorem 2.8. Assume that n satisfies the assumptions of Theorem 2.4.
depending on §, k, A\, A, n, P, Q and T, such that for all (ty,zo) € [0, T[xRY

and R > 0, satisfying R < c((;?f) and to + R? < T — 6, we have:

Then, for every 0 < § < T, there exist two constants c((f % and F(;(iu), only

V(t,I) € Da |vr0(tv'r)‘ < F5(727;12) (U - t)_l/z(g - |l‘ - Z‘)—(n-&-l-&-sn)’ (2347)
where €y, is given by Theorem 2.5.

Finally, from Theorems 2.4 and 2.6, we deduce the following global esti-
mate of the gradient of 6:

Theorem 2.9. Under Assumption (A’), there exists a constant I'?13) only
depending on k, L, A\, A, P, Q and T, such that:

Y (t,z) €[0,T] x RF, IVLO(t, )| < T3, (2.3.48)
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